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Facing disk issues such as corruption or block defect is thankfully not happening frequently. However
when it does, the diagnose may look sometimes like a real struggle. This is forgetting that disks integrate
since years the S.M.A.R.T technology. Good point, it can easily be adressed in Linux command line

through smartctl

What is S.M.A.R.T. exactly?

S.M.A.R.T., which stands for Self-Monitoring, Analysis and Reporting Technology (also called
SMART), is a monitoring system for and integrated in hard disks allowing to detect and report various

indicators of reliability.

SMART is the successor of various previous disk monitoring solution such as PFA (IBM, 1992) or
IntelliSafe (Compagq, 1995). The join-work between Compaq, IBM, Seagate, Quantum, Conner and
Western Digital resulted in the standard SMART.

SMART is part of AT Attachment (ATA) standard since 2004 and provides several information about

disk such as:
e Status
e Manufacter information (Brand, serial number...)

¢ Inability to read or Write data

In addition SMART collects data through an offline monitoring and use thresholds in order to warn about

potential disk failures. Finally it allows to run different disk integraty tests.

More detailed information about the SMART standard can be found here:



http://en.wikipedia.org/wiki/S.M.A.R.T

Getting information out of SMART under Linux is pretty easy, as the binary smartctl is available.

Basic operations

Like for any tool under linux, you can get some help on the usage of smartctl.



http://en.wikipedia.org/wiki/S.M.A.R.T




A good idea is also to take a look on the man page of smartctl:

http://smartmontools.sourceforge.net/man/smartctl.8.html

Then the first basic operation is to get the basic information about a disk. To do so run: smartctl -i
/dev/<disk>




We can see, using the -i option, information such as the model, S/N, capacity and more interresting we
can check if SMART is available and activated for the disk.

If it is not activated yet, you can do it with command: smartctl -s on /dev/<disk>

Check disks health

Now that we have the base information about the disks we may want to check their state. So let’s check
first if we simply still see them and can access then. This is done using the command: smartctl -H
/dev/<disk>




Remember that this check is a simple test of the disk availability. A PASSED result doesn’t mean that
the disk is healthy. On the other hand any other result than PASSED let you know to that you should

replace it.

As second step, you may want to check the disk capabilities using: smartctl -c /dev/<disk>










Capabilities let us know different information:

e Offline data collection status
e [ ast self-test status
* Type of test available and their duration

In my example above, for instance, a short self-test would take approximately 2 minutes.

Going deeper in scope of the disk health check, drives us then to check out the so called disk attributes.
These are metrics collected for the disk with their current value, the vendor warning value and threshold.

They include counters helping to detect/prevent potential failures like:

Raw Read Error Rate

Reallocated sector Ct
Seek Error Rate

Reallocated Event Count

The current state of the attributes can be get using the command: smartctl -A /dev/<disk>










According the attributes provided by SMART, this disk doesn’t look in good shape. So why not looking
to its SMART error log? Let’s run smartctl -1 error /dev/<disk>










Running selftest checks

If you have issues with a disk a good idea is then to run a selftest. Different tpyes of test are available
with SMART

* short
Basic tests
* long
Extended SMART tests. Runs usually tens of minutes
® conveyance
Test dedicated to detection of damage during transport
* select
Selective self-test to test a range of disk Logical Block Addresses (LBA)

Run the test with the command: smartctl -t <type> /dev/<disk>




Once started the test will run in background. To check its results, use the command

smartctl -1 selftest /dev/<disk>




In the example above, we can see that the test failed after 10% on the Logical Block Address 356245779.

Last trick, the command to get the test output doesn’t refresh itself automatically. Therefore you may
have to run it several time until the test finished. A easy workaround is to run it as following: watch
smartctl -1 selftest /dev/<disk>

This will provide you an every 2 seconds refresh of the output.

I hope that this smartctl overview will help.
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